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Abstract: The performance measurement of a great variety of enterprises is a highly complicated issue,
especially taking into account that performance has a great many aspects and many variables which
may, at times, be highly inconsistent with each other. The use of analytics and advanced machine
learning promotes the decision-making process for each and every organizational structure. This paper
combines the Balanced Scorecard and predictive analytics in order to assess the performance of
a co-financed European Union program, which addressed 4071 Greek Small and Medium-sized
Enterprises (SMEs) that requested funding. The application of predictive analytics tools and metrics
in the available dataset of all addressed SMEs reveal the M5 Model Tree regressor to be an overall
best prediction model for estimating the effect of the evaluation of companies’ funding proposals on
their financial results after the finalization of the co-financed program.

Keywords: Balanced Scorecard; predictive analytics; program performance

1. Introduction

The research data have revealed that there is an urgent need for Small and Medium-sized
Enterprises (SMEs) to participate in all dimensions of international exchange as a very important
contributor to economic development worldwide, as well as an important tool in dealing with
many developmental issues in rapidly developing and developed countries (Prasanna et al. 2019).
The internationalization of SMEs is a critical new field of studies within the majority of international
markets (Cabral et al. 2020). Because of their large number, including the size of their workforce,
SMEs play an increasingly competitive role in global markets. However, very few of them possess
the resources and capabilities necessary to become internationalized (Genc et al. 2019). Pletnev and
Barkhatov (2016) have investigated the issue of the gross domestic product (GDP) of many European
countries and have found that 56% of it is contributed by the SMEs. In addition, Abdullahi et al. (2015)
have conducted extensive research on SMEs and discovered that employment opportunities, as well as
the alleviation of poverty, are directly linked with SME’s activities.

In order for SMEs to reach effective results, investments should be boosted. Thus, SMEs which
operate both domestically and internationally should examine carefully investment projects which
may improve their competitiveness. Understanding their present market position should be seriously
considered, in order to choose the suitable investment plan and achieve the desired long-term outcomes.
The philosophy behind the investment activities is to maintain the enterprise’s current market position
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and competitive advantage. It goes without saying that in an attempt to strengthen an enterprise’s
competitive situation, the issue of flexibility to outside changes should be seriously taken into account.
An assessment of the profitability levels of an enterprise together with the coherent analysis of risk
management are always important considerations in investment decisions (Piątkowski 2020).

A variety of financial instruments can be of great importance within the domain of the European
Union, in the implementation of cohesion policies for SMEs. At times, various financial aid programs
may assist individual enterprises to further develop, innovate, modernize, and reinforce their operations
and competitiveness. The existing operational programs of European subsidies constitute major
supporting activities in the SME sector (Piątkowski 2020). Conceptual research is of utmost importance
in our understanding of strategies which enhance the profitability and resolve managerial problems of
SMEs by means of business projects and investments (Al-Tit et al. 2019).

It follows that SMEs play a crucial role in global economies. Especially in the Greek economy
as 99.9% of registered enterprises are SMEs. In the aftermath of financial crisis, Greek SMEs have
many obstacles to overcome, with the most important being the difficulty they face to access sufficient
funding (Organization for Economic Cooperation and Development 2020). Consequently, because
of the limited financial resources of the Greek SMEs, the maximum possible absorption and the best
possible utilization of the available funding are of utmost importance.

In this paper, the Balanced Scorecard and predictive analytics are combined in order to assess the
performance of the co-financed European Union financial program, “Competitive reinforcement of the
Greek Small and Medium-sized Enterprises”. This financial program was materialized by a Greek
government body which was responsible for implementing it and had the complete supervision of the
evaluation and funding process. Research is performed with a dataset provided by 4071 companies,
which submitted their investment plans to participate in this program.

More specifically, the financial perspective of the Balanced Scorecard is utilized in order to evaluate
the extent to which the program’s actions affected the financial indicators of the companies which
received the subsidies. This specific program aimed at financing business projects in order to modernize
and reinforce the competitiveness of the Greek SMEs. These projects were oriented towards technology,
business inventiveness, and employment. The strategic objective of the specific program that the
present study investigates was the fortification of competitiveness of commercial businesses which
belong to the tertiary sector by means of two basic interventions as follows:

- The reinforcement and materialization of business plans aimed at the upgrading and renovation of
the area where the business activity is implemented, as well as the technological and organizational
modernization of commercial corporations.

- The promotion of collaborations between businesses within a particular industry. These collaborations
could have as a main target either the materialization of common purchases between suppliers in
order to create economies of scale, or the common usage of storage area, the development of common
distribution networks, etc.

The rest of the paper is organized as follows: Section 2 provides a literature review on the Balanced
Scorecard method as well as on predictive analytics. Section 3 describes the research methodology that
was used for the study, while in Section 4 the research results are found. Finally, the paper is concluded
with the discussion of the results in Section 5 and the conclusions summary in Section 6.

2. Literature Review

2.1. Balanced Scorecard

The Balanced Scorecard constitutes one of the most important business tools developed in
recent years and is widespread in business, industry, governments, and non-profit organizations
(Grigoroudis et al. 2012). The thorough research of Madsen and Slåtten (2013) identified which factors
are responsible for the wide diffusion of the Balanced Scorecard in certain countries. The role of
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consulting and software firms seems to be of great importance. In their recent study, Madsen and
Slåtten (2015) illustrated how the idea of the Balanced Scorecard spread among countries, sectors,
or organizations and how it is implemented within an organization. It is evident that the adoption
process of management ideas such as the Balanced Scorecard is driven by supply and demand. This is
due to the fact that consultants try to discover more complex management concepts and provide their
clients with customized consulting services.

The present research utilizes the Balanced Scorecard as a tool in order to assess the effectiveness of a
co-financed European Union program, which is aimed at fortifying the competitiveness of Greek SMEs.
Recent research efforts highlight the importance of the Balanced Scorecard in assessing the performance
of various schemes. For instance, Chen et al. (2020) applied the Balanced Scorecard in order to evaluate
the sustainable performance of Chinese emerging family farms. Similarly, Pham et al. (2020) evaluated
the performance of public hospitals in Vietnam, while Bawaneh (2019) measured the effectiveness
of Jordanian manufacturing companies. The present study differs from several other studies as
it utilizes intelligent analytics in order to predict the values of the financial indicators given the
implemented actions.

The Balanced Scorecard supports the strategic planning and change management by aligning
and transmitting the strategy and vision of the organization for each and every employee
(Kaplan and Norton 1996). This is achieved by connecting the targets of the organization with the
targets of its relevant departments. It is evident that organizational environments are evolving rapidly
and becoming increasingly complex. They are also more capable in dealing with organizational
changes and innovations in order to cope with corporate competitiveness. As a consequence, which
Kim and Choi (2020) have pointed out, the shorter product life-cycles because of rapid technological
change make competition more intense and demand highly unpredictable. Thus, the use of balanced
approaches to performance management is absolutely vital.

The Balanced Scorecard investigates the organization by means of four different perspectives
(Kaplan and Norton 1992):

1. The financial perspective (earnings per share, return on total assets, return on equity, etc.);
2. The customer perspective (market share, customer satisfaction, brand recognition, customer

retention, customer complaints, etc.);
3. The internal business process perspective (cycle time, cost of services, capacity usage rate, labor

utilization rate, etc.);
4. The learning and innovation perspective (employee productivity, employee satisfaction, number

of cross-trained employees, leadership development, etc.).

Identifying and analyzing the intricate relations among the four aforementioned perspectives is
of great importance in the implementation of the Balanced Scorecard. An important finding in the
relevant literature is that this is because the changes which take place affect each other in a non-linear
form (Salmon et al. 2019). In each and every perspective, the Balanced Scorecard places emphasis not
only on result-oriented criteria concerning what should be achieved, but also on criteria targeted as to
how it should be achieved. Following this scheme, Papalexandris et al. (2005) have highlighted in their
study that a satisfactory equilibrium is achieved among short- and long-term objectives concerning the
outcomes (lag performance measures) and the performance drivers (lead performance measures) of
these particular outcomes.

Nevertheless, the contribution of the Balanced Scorecard—the evident realization of a great many
performance alternatives, not considering the situation from the viewpoint of financial standards,
adds complexity to the measurement of performance. Studies have brought to our attention the fact
that the size of an organization, its structural complexities, and the variety of processes involved,
are some of the important issues which make the measurement of organizational performance a
complex issue (Keeble et al. 2003). The development of the right set of performance indicators within
an organization requires the involvement of every unit which is demanded to apply them. In order



Adm. Sci. 2020, 10, 102 4 of 15

to solve the problem at hand, the use of predefined models such as the Balanced Scorecard, so as
to measure overall organizational performance, is a common practice (Medne and Lapina 2019).
With regard to the so-called information overload, one should bear in mind the existing biases and the
various evaluations which enhance the indicators of the Balanced Scorecard (Chan 2009). Siskos and
Spyridakos (1999) came to the conclusion that multi-criteria applied in the decision-making process
are absolutely necessary for dealing with this elaboration, in an attempt to evaluate performance and
reach the desired outcomes.

Concerning the correct application of the Balanced Scorecard, organizations should closely
examine their strategy so as to develop the strategic objectives which will be closely interrelated to the
cause and effect target. In turn, the strategic objectives must be related to qualitative measures, which
will be specifying what the organization should do in an attempt to achieve them. These indicators are
connected with specific targets, which have a predetermined timetable of materialization. The last vital
step according to Salmon et al. (2019), concerning the achievement of the aforementioned targets, is
that specific action plans will be selected, which also have predefined timetable and budget constraints.
Falle et al. (2016) in their research presented a solid example of the development and implementation
of the Balanced Scorecard in an SME, illustrating various supporting factors and challenges which
affect this process. The special needs of each and every organization should always be taken into
account throughout the application process.

It should be kept in mind that although a solid evaluation metric is in existence, the results cannot
always be predictable. In those cases that the distance between company goals and current criteria
is enlarged, the use of feedback systems may boost its effectiveness (Cha et al. 2019). Nigri and Del
Bardo (2018) investigated the integration of sustainability indicators in an attempt to apply them in
managerial systems. In addition, they examined a variety of management systems to be used as a
benchmark for reporting the outcomes.

According to Yun and Yigitcanlar (2017), in an attempt to be highly competitive, organizations
should take into account altering their business models constantly. They must also assess the
results of their decisions and actions while they continuously compete for resources and customers
(Bentes et al. 2012). Knowledge management is a key element in favor of this process. Knowledge
assets instigate an organization’s success and are an important parameter in the creation of values
in order to ameliorate business performance together with entrepreneurial thinking and increasing
business opportunities (Yan et al. 2019). Organizations using the Balanced Scorecard can better closely
examine the extent to which their strategies bring about positive results. However, it should be
reminded that due to the fact that they have a tendency to become increasingly service-oriented with
less concrete expected results, the implementation of the Balanced Scorecard scheme provides a real
challenge to them.

Bearing in mind that a relevant performance measurement tool is at hand like the Balanced
Scorecard, enterprises of all kinds are capable of specifying their vision by means of outcomes which
can be measured (Shepko and Douglas 1998). In this way, the projects within a particular structure can
be better monitored and directly related to the individual strategic plans of the organization. Projects
can be perceived as “mini-organizations”, demanding the exact specification and benchmarks of the
parent corporation. Due to the fact that projects are somewhat more structured and controllable in
conjunction to a specific organization, they have been associated with a high failure rate in the majority
of the success-oriented variables (Stewart 2001). In an attempt to manage projects more successfully,
as well as the general wellbeing of the organization which is the main provider of these services,
the Balanced Scorecard methodological approach can be implemented with the aim of conducting
health checks for the entire life-cycle of a particular project.

The Balanced Scorecard has been traditionally applied in private enterprises but recently it has
proved useful in a variety of publicly funded projects (Kim et al. 2017). Due to the fact that the
use of public funds has been scrutinized by governments, many public organizations have resorted
to the private sector in an attempt to improve their accountability (Northcott and Taulapapa 2012).
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One should bear in mind that the transition from private to public enterprises in terms of using the
Balanced Scorecard is not an easy one and many modifications are required in its implementation.
This is because there seem to be multiple conglomerates of both customers and stakeholders, concerning
the dissimilar elements of public organizations (Greatbanks and Tapp 2007).

Given the aforementioned, Figure 1 exhibits the Balanced Scorecard of the government body
which materialized the financial program studied in the present paper.
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2.2. Predictive Analytics

Invaluable information can be extracted using Big Data Analytics (BDA) including descriptive,
predictive, and prescriptive research. Recent studies have highlighted the contributions of big data and
predictive analytics in tackling modern era problems and in creating cutting edge technologies. Lyons
and Lăzăroiu (2020) and Scott et al. (2020) investigated the use of smart city data in dealing with the
COVID-19 crisis. Poliak et al. (2020) conducted a research study to investigate the social dimensions of
a new technology which is based on BDA, like self-driving cars. Similarly, Bourke et al. (2019) and
Eysenck et al. (2019) highlighted with their research how predictive analytics can assist decision-making
concerning the evolution of Industrial Internet of Things Systems.

In business environments, the use of analytics and advanced machine learning promotes
the decision-making process for each and every organizational structure (Lismont et al. 2017).
Meyers et al. (2019) have studied how the use of workforce analytics facilitates personnel objective
settings and planning. Other researchers have used analytics to estimate future financial performance.
Lee et al. (2018) have studied the extent to which there is a connection between business sales patterns
and business text patterns, in an attempt to predict the future financial performance of a company
by means of business text analysis. The analysis of data patterns and variables can lead to improved
statistical models and a great variety of related applications. It has been customary to utilize machine
learning algorithms in order to conduct effective analyses in the process industry. The various existing
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applications of machine learning have not only provided invaluable information in the decision-making
process but have also modified the style of the process industry as a whole (Ge et al. 2017).

There is a great variety of reasons why organizations utilize analytics. Some of these are:
advancing the effectiveness of financial and operational outcomes, reinforcing both local and global
perspectives, and the establishment of funding programs of changing economies. The implementation
of predictive analytics suggests a great variety of benefits, such as the achievement of a more satisfactory
organizational performance as well as a better understanding of organizational dynamics including
a better application of available data (Rajni and Malaya 2015). The final gains of BDA in business
management is to arrive at more effective decision-making processes, comprehend business activities
to a greater degree, minimize risk, and contribute to a better understanding of consumer behavior,
always aiming at customer satisfaction (Mello and Martins 2019).

The starting block in machine learning model development is data preparation. This involves
extracting the dataset from the database, examining the dataset structure, and making data selections
(Ge et al. 2017). After the dataset is identified, a suitable regression model is selected in order to perform
the analysis. There are various regressors that can be selected in order to analyze the dataset, such
as Linear Regression, Support Vector Regression (SVR), Artificial Neural Network (ANN), k-Nearest
Neighbors (k-NN), and M5 model tree. Linear regression is used in order to model the relationship
between a dependent variable and one or more independent variables. On the other hand, SVR tries
to maintain the error within a certain threshold, while the majority of linear regression models aim
at minimizing the sum of squared errors. From another perspective, SVR allows us to examine the
acceptable error within the model.

In addition, ANN’s attempt at investigating systems of interrelated neurons which are involved in
the mutual exchange of messages is just like the biological neural networks. Each and every connection
has been assigned with numeric weights, which can be modified based on the experience related to the
entire learning process. Thus, ANNs are able to approximate any type of function by learning from the
available data (Ge et al. 2017). Furthermore, k-NN can be used for both classification and regression.
In both cases, the input consists of the k closest training samples while the output is related to the
extent to which the method is applied to either classification or regression (Ge et al. 2017). Finally, the
M5 model tree constitutes a decision tree learner applied in predicting values for a numerical response
variable Y and can predict continuous numerical attributes. The M5 model tree is a way of simulating
even hundreds of attributes with wide varieties of dimensionality (Kisi et al. 2017).

3. Research Methodology

3.1. Area of Study

The research was performed with a provided dataset of 4071 companies, which are the total number
of companies that submitted their investment plans to participate in the co-financed European Union
financial program, “Competitive reinforcement of the Greek Small and Medium-sized Enterprises”.
Companies undergo three phases of evaluation and only a specific number of companies passes each
one of the three subsequent phases, and the corresponding evaluations were used in the experiment of
the current research effort.

Specifically, in the first phase, 4071 organizations, which had submitted proposals concerning
the covering of their basic standings, were evaluated. These standings were set by the financial
advisory body of the program. In the second phase, the business plans of the companies that were
successful in the first phase were evaluated. In the third phase, the total financial disbursement was
realized concerning the companies that passed the second phase. This was received by corporations
whose business plans were approved and completely materialized. There were also 575 organizations
whose business plans were approved on the one hand, but they did not receive the total approved
disbursement as they did not materialize it as a whole.
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3.2. Experimental Setup Dataset Structure

The data of the present study was retrieved from the database of the Greek government body
which was responsible for implementing the program. For each one of the three phases, the provided
evaluations were included in the given dataset. In each and every phase, companies received nominal
values (0,1) based on the results of their evaluation, namely rejected/accepted. The available data
from the companies, corresponding to the financial perspective of the Balanced Scorecard, namely
Turnover (TUR), Enumeration of Staff (EOS), and Absorption of Funds (AOF), have been processed
one year before and one year following the program for each and every corporation which took part in
the program.

Nominal values in this research took only two values, 0 and 1. Such variables are called binary
variables. Three independent binary variables were utilized in relation to the three discrete evaluation
phases, namely: (1) Close examination of the basic prerequisites for participation in the program (CEP),
(2) Approval for receiving funding (ARF), and (3) Total disbursement of funding (TDF). Specifically,
CEP takes a value of 0 when companies do not comply with the basic criteria for participating in the
program, and a value of 1 when companies reach all qualifications. ARF takes a value of 0 when
companies’ business plans were dismissed, and a value of 1 when companies’ business plans were
approved. TDF takes a value of 0 when companies’ business plans were approved in the second phase
but were not completely materialized, and a value of 1 when companies’ business plans were approved
in the second phase and were completely materialized.

The dataset has also three dependent numerical variables, namely: (1) Turnover, (2) Enumeration
of staff, and (3) Absorption of funds. Specifically, Turnover measures the proportionate percentage
change in turnover (e.g., one year before the program in conjunction with the year following the
program). Enumeration of Staff measures the proportionate percentage change of the number of staff

(e.g., one year before the program in conjunction with the year following the program). Absorption of
Funds measures the amount of approved budget over the maximum limit of the funding. The dataset
structure is presented in Table 1 and a sample of the dataset is presented in Table A1 in Appendix A.

Table 1. Dataset structure.

Attribute Type Value

CEP Independent {0,1}
ARF Independent {0,1}
TDF Independent {0,1}
TUR Dependent Number
EOS Dependent Number
AOF Dependent Number

The dataset has 4071 instances, where each instance depicts all the available information of a
unique company taking part in the research effort. Thus, intelligent analytics are performed in order to
predict with regression the values of the three dependent variables (TUR, EOS, AOF) for each company
given certain values of the independent variables (CEP, ARF, TDF). The aim is to find an overall best
regressor to apply to each of the three dependent values, which correspond to each one of the three
evaluation phases. The research question is whether someone could predict the level of achievement of
the three targets (dependent variables), which are belonging to the financial perspective of the Balanced
Scorecard, by knowing the results of the evaluation in all three phases (independent variables).

The given dataset was evaluated, provided by the companies, which is decomposed in
certain independent nominal variables and subsequent dependent numerical values of the current
research effort.
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3.3. Evaluation Method and Metrics

Machine learning regression algorithms are used as the core object of an intelligent predictive
inference regression model to perform data analytics. Such algorithms are input with numerical
and/or nominal values assigned to certain independent variables and can predict the numerical value
of a dependent numerical variable. This process is defined as regression and the machine learning
algorithm as regressor.

3.3.1. Adopted Regressors

To define which regressors to adopt, the authors experimented with certain regression algorithms
available in Weka (Frank et al. 2016). Such regressors are: (1) Linear Regression, (2) Support
Vector Regression, (3) Artificial Neural Network, (4) k-Nearest Neighbors, and (5) M5 Model Tree.
The Normalized Root Mean Square Error (NRMSE) value of each selected regressor was assessed
in order to rank them and define the optimum one for the problem, for each of the three dependent
variables. The selected regressors were experimented for all the three dependent variables, whereby
the efficiency of these regressors was investigated locally in order to reach a prediction of a specific
dependent variable and the overall best regressor.

3.3.2. 10-Fold Cross Validation

The adopted regression models were evaluated with the 10-fold cross validation evaluation
method, which divides the initial dataset to 10 equal sized parts and then in a certain loop incorporates
the first 9 parts to train the regressor and the remaining 1 to test the regressor. This process is repeated
until all the parts are used for training and testing.

3.3.3. Normalized Root Mean Square Error (NRMSE)

The effectiveness of the adopted regressors was assessed by incorporating the Normalized
Root Mean Square Error (NRMSE) evaluation metric, NRMSE ∈ [0, 1], which is defined in the
following equation:

NRMSE =

√
(p− a)2

a
(1)

where p are the predicted values, a are the actual values, and a, is the average of the actual values of the
depended regression variable. A low value of NRMSE means an efficient regressor, while a high value
of NRMSE means a week regressor. A threshold of NRMSE < 0.5 indicates that the adopted regressor
has an acceptable prediction behavior, while a value of NRMSE ≥ 0.5 indicates that the mean of the
dependent variable distribution cannot be hardly predicted, which means that the regressor is very
weak (Frank et al. 2016).

3.3.4. Experimental Setup Parameters

The experimented parameters of the adopted dataset include the experimented regressors, the
evaluation method, as well as the evaluation metric incorporated to assess the proposed regression
models, as shown in Table 2.
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Table 2. Experimental setup parameters and values.

Parameter Value

1st Experimented Regressor Linear Regression
2nd Experimented Regressor SVR
3rd Experimented Regressor ANN
4th Experimented Regressor k-NN
5th Experimented Regressor M5 Model Tree
Evaluation Method 10-Fold Cross Validation
Evaluation Metrics NRMSE

The analysis was conducted taking into account the financial perspective of the Balanced Scorecard.
The basic objective targets of this perspective are the competitive reinforcement and the strengthening
of collaborations among Small and Medium-size Enterprises. The present study investigates the
extent to which the actions of the program (CEP, ARF, TDF) improved the indicators of the financial
perspective (TUR, EOS, AOF) and ensured the achievement of the program’s objective targets.

4. Research Results

4.1. Experimented Regressors’ Evaluation

The regression algorithms of the proposed model were evaluated for the adopted dataset.
The 10-fold cross validation was applied to the dataset. For the selected regressors, the following values
of NRMSE were observed for the three dependent variables (TUR, EOS, AOF) for each company given
certain values of the independent variables (CEP, ARF, TDF), either for local or for overall regression
prediction. The locally efficient regressors are indicated with an asterisk (*). To generalize the outcome
of the current research, a pair t-test was applied to the regression results of each regressor.

4.1.1. Local Regression for TUR

The experimented Linear Regression achieved NRMSE = 0.1096*, SVR achieved NRMSE =

0.1098, ANN achieved NRMSE = 0.1219, k-NN achieved NRMSE = 0.1097, and M5 Model Tree
achieved NRMSE = 0.1096*, as shown in Table 3. Linear Regression and M5 Model Tree regressors
achieved the higher local prediction for TUR, so these regressors were adopted for further experiments
to define the overall best regressor for all the three dependent variables.

Table 3. Experiments for Turnover (TUR).

Regressor NRMSE

Linear Regression 0.1096*
SVR 0.1098

ANN 0.1219
k-NN 0.1097

M5 Model Tree 0.1096*

4.1.2. Local Regression for EOS

The experimented Linear Regression achieved NRMSE = 0.0515, SVR achieved NRMSE = 0.0566,
ANN achieved NRMSE = 0.0538, k-NN achieved NRMSE = 0.0546, and M5 Model Tree achieved
NRMSE = 0.0506*, as shown in Table 4. M5 Model Tree regressor achieved the higher local prediction
for EOS, so these regressors were adopted for further experiments to define the overall best regressor
for all the three dependent variables.
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Table 4. Experiments for Enumeration of Staff (EOS).

Regressor NRMSE

Linear Regression 0.0515
SVR 0.0566

ANN 0.0538
k-NN 0.0546

M5 Model Tree 0.0506*

4.1.3. Local Regression for AOF

The experimented Linear Regression achieved NRMSE = 0.1309*, SVR achieved NRMSE =

0.1413, ANN achieved NRMSE = 0.1577, k-NN achieved NRMSE = 0.1309*, and M5 Model Tree
achieved NRMSE = 0.1309*, as shown in Table 5. Linear Regression, k-NN, and M5 Model Tree
regressors achieved the higher local prediction for AOF, so these regressors were adopted for further
experiments to define the overall best regressor for all the three dependent variables.

Table 5. Experiments for Absorption of Funds (AOF).

Regressor NRMSE

Linear Regression 0.1309*
SVR 0.1413

ANN 0.1577
k-NN 0.1309

M5 Model Tree 0.1309*

4.1.4. Proposed Overall Regressor for Dependent Variables

To define the proposed regressor for the three dependent variables, certain notations were used.
Specifically, the overall best regressor was denoted with the symbol ++, which is efficient for each
of the three dependent variables. The weak regressors are denoted with −, since they are worse in
every variable. Medium efficiency regressors are denoted with the symbol + −, since they are efficient
for at least one variable but not for all the three variables, as shown in Table 6. The experimented
Linear Regression achieved NRMSE = 0.1309*, SVR achieved NRMSE = 0.1413, ANN achieved
NRMSE = 0.1577, k-NN achieved NRMSE = 0.1309*, and M5 Model Tree achieved NRMSE = 0.1309*,
as shown in Table 5. Linear Regression, k-NN, and M5 Model Tree regressors achieved the higher local
prediction for AOF, so these regressors were adopted for further experiments to define the overall best
regressor for all the three dependent variables, as shown in Table 6. Thus, the M5 Model Tree regressor
was adopted as the overall best prediction model.

Table 6. Overall assessment of regressors.

Regressor Assessment

Linear Regression + −
SVR − −

ANN − −

k-NN + −
M5 Model Tree a + +

Note: a M5 Model Tree is adopted as optimal prediction model for the current research effort.

5. Discussion

The purpose of this paper was to assess the efficiency of a co-financed European Union program
by means of its impact on the financial perspective targets of the participated companies as these
targets are set within the application of the Balanced Scorecard. In order to evaluate each and every
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perspective of the Balanced Scorecard, it is very important that the following sequence must be defined:
strategic objectives -> measures -> targets -> actions, as shown in Figure 1. The main strategic objective
of the program, which is under study, was the reinforcement of competitiveness of Greek SMEs which
belong to the tertiary sector. The actions which contribute to the realization of these strategic objectives
are the three phases through which the businesses that submitted their investment plans underwent.
As mentioned above, these phases are the following: (1) Close examination of the basic prerequisites for
participation in the program, (2) Approval for receiving funding, and (3) Total disbursement of funding.
The indicators by means of which the effectiveness of the aforementioned actions were evaluated are:
(1) Turnover, (2) Enumeration of staff, and (3) Absorption of funds. In short, the actions of the Balanced
Scorecard constitute the independent variables and the indicators constitute the dependent variables
of the dataset.

The question answered by the aforementioned analysis is to what extent the actions of this
program affected the financial indicators of the companies which received financing in conjunction
with the corresponding indicators of the companies which did not receive financing. Although the
present study experiments with several complex regression models such as ANNs and SVR, it was
proved that the simplest models, like Linear Regression, k-NN, and M5 Model Tree, outperform the
more complex ones in the present research effort. This is exactly the impact of machine learning in the
scientific community since the specific research area depends on the experimented domain knowledge
that cannot be exclusively modeled due to implicit loss of information in the real world problem we
study uniquely.

As previously mentioned, the contribution of the Balanced Scorecard involves the use of a great
variety of multiple performance perspectives with the exception of the financial considerations involved.
This study focuses on the financial perspective because of the available data, without this suggesting
that the remaining perspectives are not equally important. The future research will be focused on
identifying the effect of the program’s actions and the remaining dimensions of the Balanced Scorecard,
modeling all four perspectives. By adding more targets, which belong to other dimensions, like
dependent variables in the prediction models, more independent variables shall be also considered in
order to structure more accurate models. Some of these independent variables could be scale variables,
ordinal variables, or nominal variables with more than two categories and not just binary ones, because
binary independent variables may not be accurate predictors of the dependent variable, which is a
limitation of the current study as well.

6. Conclusions

This study integrates two tools, the Balanced Scorecard and predictive analytics, to provide a
better assessment of the outcomes of a co-financed European Union program which was materialized
by a Greek government body. The present research indicates that the simplest models like Linear
Regression, the k-NN, and the M5 Model Tree, uncovered a positive correlation between the program’s
actions and the financial indicators of the companies which received the subsidies. Future research will
be centered upon identifying the outcome of the program’s actions in more accurate ways by involving
more dependent variables from the Balanced Scorecard model and also more independent variables
to run predictive analytics for the production of more accurate predictors. Moreover, data for all the
remaining dimensions of the Balanced Scorecard should be collected in order to structure a model for
all perspectives as a whole.
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Abbreviations

The following abbreviations are used in this manuscript:

ANN Artificial neural network
AOF Absorption of funds
ARF Approval for receiving funding
BDA Big data analytics
CEP Close examination of the basic prerequisites for participation in the program
EOS Enumeration of staff

GDP Gross domestic product
k-NN k-nearest neighbors
NRMSE Normalized root mean square error
SMEs Small and medium-sized enterprises
SVR Support vector regression
TDF Total disbursement of funding
TUR Turnover

Appendix A

Table A1. Dataset sample.

Non−Dependent Variables Dependent Variables

Company ID CEP ARF TDF TUR EOS AOF

1 0 0 0 −5.00% 100.00% 0.00%
2 0 0 0 11.20% −25.00% 0.00%
3 1 1 1 8.98% 0.00% 91.22%
4 1 1 1 19.92% 50.00% 46.20%
5 0 0 0 −9.82% 0.00% 0.00%
6 1 1 0 −1.55% −16.67% 78.02%
7 1 1 1 6.70% 0.00% 100.00%
8 1 1 0 11.63% 50.00% 88.19%
9 1 0 0 −16.24% −33.33% 0.00%

10 1 1 0 2.19% 0.00% 78.68%
11 1 1 0 1.94% 11.11% 43.90%
12 1 1 1 3.51% 0.00% 44.22%
13 0 0 0 9.78% 0.00% 0.00%
14 0 0 0 1.88% −25.00% 0.00%
15 1 0 0 −8.15% 0.00% 0.00%
16 0 0 0 18.33% 0.00% 0.00%
17 1 0 0 −1.68% 0.00% 0.00%
18 1 1 1 4.65% 12.50% 97.01%
19 1 0 0 0.71% −11.11% 0.00%
20 1 1 1 12.25% 100.00% 99.97%
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