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Power system oscillation has caused many serious accidents in renewable

energy grid connection system. The concept of observability and controllability

in control theory has been widely applied to power system oscillation study. In

this paper, observability metric (OM) and controllability metric (CM) are defined

from the perspective of oscillation modes, acting as a novel quantification

method to quantify the observability and controllability of power system with

distinct or repeated eigenvalues. Furthermore, in order to compare the

reflection degree and control effect of signals in different oscillation modes,

the mode comprehensive observability metric (MCOM) and comprehensive

controllability metric (MCCM) are proposed. The proposed method shows

clearer relationship between controllability/observability and oscillation

modes by combining the information of conjugate eigenvalues together.

The advantages of metrics are illustrated by comparing with theoretical

derivations and calculation results of three traditional methods: participation

factor, residuemethod and geometric measures. Finally, themetrics are applied

to a subsynchronous damping controller (SSDC) design for better performance

in oscillation monitoring and suppression. With the small-signal model and

corresponding time-domain simulation, the effectiveness of the proposed

method is verified.
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1 Introduction

The concept of observability and controllability from modern control theory can

assess systems, whether their internal states can be reflected by outputs and whether they

can be affected by inputs (Angulo et al., 2020). However, a continuous indicator is needed

to evaluate the observation and control performance under different measurement

settings, system structures and parameter configurations. To provide quantitative

information about the observability and controllability degree of a system, residue

methods and geometric measures have been proposed (Heniche and Kamwa, 2002;

Wang et al., 2017).
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In recent years, the rapid development of renewable energy

has brought more oscillation stability problems for power

systems (Song and Blaabjerg, 2017; Xie et al., 2017; Li et al.,

2020). The grid-connection of the renewable energy needs many

electronic devices like converters, and these electronic devices

together with their control system may form an equivalent “LC

resonance circuit” with other parts of the power grid and

generate oscillations. When the part of grid-connecting

electronic system show “negative damping” at the oscillation

frequency, the oscillation will diverge, and there will be

oscillation stability problems.

Oscillation is a type of dynamic stability problem, and the

modal analysis is one of the important methods. Since modal

variables cannot be directly measured, accordingly, if the

actual measured value can reflect the modal variable, the

mode is assumed to be observable; if the control input can

control the change of the modal variable, the mode is assumed

to be controllable. So, the observability, controllability and

relative methods are widely applied to power system

oscillation study.

The residue method is often applied in input signals

selection and controller parameters design in studying

power system oscillation. Gallardo et al. (2017) and Oscullo

and Gallardo (2020) used the residue method to find the best

position of power system stabilizers to suppress

electromechanical oscillations. The damping degradation

degree and components that lead to the stability

degradation can be estimated by calculating the residue

under the open-loop state, providing the basis for

controller design (DuFu and Wang, 2018). To achieve

better adaptation in various operation conditions, the

residue approach was applied to design the power

oscillation damping controllers (Ping et al., 2014). By

analyzing residue results under various working conditions,

it is possible to determine the optimal position to insert the

subsynchronous notch filter into the controller (Liu et al.,

2017). The main drawback of the residue method is that only

one oscillation eigenvalue is considered. The residue is a

common quantitation indicator, but it is not suitable for

comparing signals with different units.

The geometric measure first proposed aiming at the selection

of the control loops permitting a good observability and

controllability of system’s poles is defined based on the cosine

of the angle between the left/right eigenvector and the input/

output matrix of the system state space equation (Hamdan and

Hamdan, 1987). It can be used with the advantage of

normalization, but it cannot solve systems with repeated

eigenvalues (Domínguez-García et al., 2014).

The method of participation factor in the power system

can also reflect part of system observability and controllability

degree (He et al., 2019; Huang et al., 2019; Lei et al., 2019;

Zhou et al., 2019). To monitor oscillation, Lei et al. (2019) and

Huang et al. (2019) respectively determined the type and

locations of components causing oscillation by calculating

the participation factor. To suppress oscillations, strong

correlation variables were determined by the participation

factor method, and then, a damping controller was designed

(Zhou et al., 2019). Besides, the optimal parameter design of

controllers can be determined by analyzing the participation

factors of dominant modes (He et al., 2019). However,

participation factor methods can only reflect the

observability from state variables but not actual measurable

values.

This paper proposes the novel observability metric and

controllability metric from the perspective of modal analysis.

We can use the concept of metric to quantify the observability

and controllability to monitor and control oscillations. Modal

observability metric (OM) represents the degree of reflection of

monitoring point measurement on a power system mode.

Controllability metric (CM) characterizes the performance of

actuating point control input on a power system mode.

The main contributions are as follows: 1) the concepts of

observability and controllability metrics for system with distinct

and repeated eigenvalues are proposed from the viewpoint of

oscillation modes, and it is proved mathematically that their

effects can degenerate into residue and participation factors

under certain conditions; 2) in order to compare control effect

of different input signals and reflection degree of different output

signals to different oscillation modes, the concepts of dominant

mode observability ratio, dominant mode controllability ratio,

oscillation mode comprehensive observability metric (MCOM)

and mode comprehensive controllability metric (MCCM) are

proposed. Compared with the residue method, geometric

measures and participation factor, MCOM and MCCM can

solve the global modal analysis (not only one eigenvalue at a

time), applicable to systems with not only distinct but also

repeated eigenvalues.

The rest of this paper is organized as follows: In Section 2, the

concepts of observability metric and controllability metric are

defined respectively, and from the perspective of controller

design, Section 3 defines MCOM and MCCM. In Section 4,

their meaning and advantages are analyzed. In Section 5, the

theory is verified by the small-signal model and time-domain

simulation. Finally, in Section 6 the conclusion is given.

2 Observability metric and
controllability metric

In this section, the definition of observable ratio and

controllable ratio are proposed to normalize units. And to

comprehensively consider the relative observation and control

effect of all the oscillation modes concerned, comprehensive

observability metric and comprehensive controllability metric

are defined. Before all these definitions, the controller

characteristic requirements need to be analyzed.
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2.1 System model and modal
transformation

A general Ns-order system can be expressed in the form of

state space in Eq. 1. Where X is the state variables matrix (Ns-

order); u is the system input; Y is the system output; A, B and C
matrixes are the system state, input and output coefficient

matrixes, respectively.

{ _X � AX + Bu
Y � CX

(1)

It is assumed that N complex eigenvalues are obtained

through analyzing the system coefficient matrix A (N≤NS for

the existing of real eigenvalues). And N1 is set as the number of

complex eigenvalues in various values.

When eigenvalues are all distinct (N1 = N), the system can be

completely decoupled by a linear transformation. It can be

proved that the right eigenvector E exists to convert the state

space expression of the system into Eq. 2.

{ _Z � ΛZ + FTBu
Y � CEZ

(2)

where Z is the transferred decoupled state variables matrix (or

modal variables matrix); Λ is the eigenvalue diagonal matrix in

Eq. 3, F is the left eigenvector matrix, satisfying E−1 = FT. Where, i

is the number of complex eigenvalues in various values, i =

1 ~ N1.

Λ � diag[ λ1 / λi / λN1 ] (3)

For a more general case, i.e., if there are repeated eigenvalues

(N>N1), the coefficient matrix cannot be completely decoupled

by a linear transformation. In the theory of linear systems

(Pratzel-Wolters, 1982), Jordan canonical form is defined as

the minimum coupling form that can be achieved. The

transformation matrix Q exists to convert the state space

expression of the system into Eq. 4, acting as an

approximately right eigenvector.

{ _Z � JZ + LTBu
Y � CQZ

(4)

where J is the Jordan canonical form matrix; L acts as an

approximate left eigenvector matrix, satisfying Q−1 = LT.

Let the ith different eigenvalue includes si repeated

eigenvalues. Each eigenvalue λi corresponds to a set of

modal variables Zi(si×1), approximate right eigenvector

qi(N×si) and approximate left eigenvector li(N×si). Therefore,
the coefficient matrix can be transformed into the form of

Eq. 5.

J � diag[ J1 / J i / JN1 ] (5)

Similarly, the Jordan block corresponding to the ith distinct

characteristic eigenvalue is Ji, and its dimension is si. The

concrete form is related to the algebraic multiplicity and

geometric multiplicity of Jordan block. In particular, when the

algebraic multiplicity is equal to geometric multiplicity, the form

of Jordan block is Eq. 6. When the twomultiplicities are different,

they may be related to strong resonance (Dobson et al., 2001). In

this paper, we only study the cases satisfying Eq. 6, which may be

caused by multiple machines.

J i �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λi 1

λi 1
1 1

λi

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (6)

To more accurately characterize oscillation mode

b∈(1,2. . .N1/2), a pair of conjugate eigenvalues in the Λ or sb
pairs of conjugate eigenvalues in J are considered together. Each

pair of conjugate eigenvalues describes the characteristics of the

same mode, and sb pairs of conjugate repeated eigenvalues

describe the characteristics of sb coupled modes with the same

frequency. Consider the coupled modes together, we get

oscillation modal variable matrix ~Zb(2sb×1).
The relevant information corresponding to mode b in the

system with distinct or repeated eigenvalues is shown in Table 1,

where, Λb(2×2), ~Jb(2sb×2sb)and ~Zb(2sb×1) are defined as Eqs. 7–9.

Λb � diag[ λb �λb ] (7)
~Jb � diag[ Jb �Jb ] (8)
~Zb � [Zb

�Zb ]T (9)

2.2 Definition of observability metric

The degree of modal observability measures the ability of the

output Y to reflect the mode of the system.

When eigenvalues are distinct, to reflect the observable

degree of the oscillation mode, the system output Y is

expressed as the sum of the modal components in Eq. 10.

Y � ∑M
b�1

C[ eb �eb ]~Zb (10)

In Eq. 10, only M oscillation mode component terms are

shown, corresponding to N1 eigenvalues (N1 = 2M). Eq. 10

indicates that the observable degree of the oscillation mode in

the measured output Y can be represented by matrix C[ eb �eb ].
Therefore, the definition of the observability metric of oscillation

mode b is proposed in Eq. 11.

mob �
����C[ eb �eb ]����F (11)

where‖ · ‖Fis the Frobinus norm of the matrix. The observability

metric mob can quantitatively reflect the observability degree of a

system mode. Specifically, the larger mob is, the stronger the

observability degree of the oscillation mode ~Zbis in the output
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signal Y. This means the component of the oscillation mode can

be better reflected in the output signal.

When the eigenvalues are repeated, Y is expressed in Eq. 12.

Y � ∑M
b�1

C[ qb �qb ]~Zb (12)

In this case, the definition of OM is proposed in Eq. 13.

mob �
����C[ qb �qb ]����F (13)

2.3 Definition of controllability metric

The controllability degree of the system measures the control

ability of input u to the system modal variable Z.
When the eigenvalues are distinct, to reflect

the controllability of oscillation modes, the variables in

state equation are separated in Eq. 14, considering the input

in Eq. 2.

_Zi � ΛiZi + f Ti Bu (14)

To more clearly express the properties of oscillation mode,

Eq. 14 can be expressed as Eq. 15.

_~Zb � Λb
~Zb + [ f b �f b ]TBu (15)

Matrix [ f b �f b ]TB can characterize the controllability of

input u to oscillation modal variable~Zb, so the definition of

controllability metric of oscillation mode b is proposed in

Eq. 16.

mcb �
����[ f b �f b ]TB����F (16)

The controllability metric mcb can quantitatively reflect

the controllability degree of system modes. Specifically, the

larger the controllability metric is, the stronger the control

effect of the input u on the oscillation modal variable ~Zb is,

which means the oscillation mode b is more easily affected by

inputs.

When eigenvalues are repeated, variables in the state

equation can be expressed as Eq. 17.

_~Zb � ~Jb ~Zb + [ lb �lb ]TBu (17)

In this case CM is proposed in Eq. 18.

mcb �
����[ lb �lb ]TB����F (18)

3 Comprehensive observability
metric and comprehensive
controllability metric

In this section, the definition of observable ratio and

controllable ratio are proposed to normalize units. And to

comprehensively consider the relative observation and control

effect of all the oscillation modes concerned, comprehensive

observability metric and comprehensive controllability metric

are defined. Before all these definitions, the controller

characteristic requirements need to be analyzed.

3.1 Damping control performance analysis

Power system oscillation suppression methods mainly

include optimization of converter control parameters and

installation of control device (Tang et al., 2016; Wu et al.,

2015; Wu et al., 2018; Wang et al., 2014). The design of the

control device includes the issue of measurement and control.

In terms of measurement, the output signal needs to contain

oscillation information. That is to say, the dominant mode of

oscillation should be observable. Besides, to reduce the

influence of other oscillation modes, the observability of

the dominant oscillation mode should be greater than that

of other oscillation modes. In terms of control, generally

speaking, the controller will affect many modes, and the

mode close to the oscillation frequency will be more

affected. Therefore, it is necessary to select the optimal

input signal actuating point, to better control the dominant

mode of oscillation with less effect on other modes.

Based on the needs of comprehensively considering the

reflection result and control effect on different oscillation

modes, this section puts forward the concepts of

TABLE 1 Information corresponding to mode b.

Mode b Eigenvalues Modal variable Coefficient matrix Right eigenvectors Left eigenvectors

Distinct λb; �λb ~Zb(2×1) Λb(2×2) eb(N×1) fb(N×1)

�eb(N×1) �f b(N×1)

repeated λb; �λb ~Zb(2sb×1) ~Jb(2sb×2sb) qb(N×sb) lb(N×sb)

�qb(N×sb) �lb(N×sb)
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comprehensive observability metric and comprehensive

controllability metric.

Before deriving the definition of MCOM and MCCM, it is

necessary to first introduce the method of determining the

dominant mode. 1) The unstable mode is determined by

eigenvalue analysis. 2) Calculate system component

participation factor. The system component participation

coefficient of system eigenvalue is calculated as Eq. 19.

ρeb � ∑
Xk∈Xe

pkb (19)

where pkb is the participation factor corresponding to the kth

state variable and mode b. Xe is the set of all state variables of the

component e. The larger the ρeb, the stronger the connection

between the oscillation mode b and the corresponding actual

system component e. If the analysis shows that the oscillation

mode is strongly related to the components interacting with the

subsynchronous control, such as series capacitor or grid side

converter controller, the mode can be considered as the

dominant mode of subsynchronous oscillation (SSO). For low-

frequency oscillation, it may be related to generator, etc.

3.2 Definition of comprehensive
observability metric

Suppose that the s is one of the dominant oscillation modes

among the M oscillation frequencies. As the dominant mode of

the oscillation, its observability metric is mos. To measure the

influence of other oscillation modes on the observability of the

dominant oscillation mode, the definition of the observable ratio

of the dominant mode of the oscillation is proposed as Eq. 20.

Where M′is the number of oscillation modes within the

frequency range of the oscillation types studied among M

oscillation modes. For SSO, it ranges from 1 to 100 Hz.

Ros � mos/∑M′

b�1
mob (20)

The meaning of the observable ratio is: the closer Ros to 1, the

larger the relative proportion of the dominant mode of the

oscillation in the output Y, the easier the output to observe

the dominant mode component of the oscillation.

Based on Ros, the definition of the MCOM of the dominant

mode of oscillation is proposed in Eq. 21.

msos � mosRos (21)
msos reflects the observability of the dominant mode in the

measured output Y and the relationship between the

observability dominant mode and that of other oscillation

modes. The larger the msos for a certain output, the better the

output can reflect the dominant component of oscillation, and

the oscillation component accounts for a larger proportion in the

signal, which means the output is a more suitable signal.

3.3 Definition of comprehensive
controllability metric

Similarly, let the controllability metric of the dominant mode

of the oscillation bemcs. To measure the relative controllability of

the input to the dominant mode and other modes of the

oscillation, the definition of the controllable ratio of the

dominant mode of the oscillation is proposed in Eq. 22.

FIGURE 1
Application flow of MCOM and MCCM.
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Rcs � mcs/∑M′

b�1
mcb (22)

where M′ is the same as the previous definition. The meaning

of the controllability ratio of the dominant mode of oscillation

is: If Rcs is close to 1, the control ability of input u to the

dominant mode of oscillation is much greater than that of

other modes.

Considering the above factors, the definition of MCCM of

dominant modes mscs is proposed in Eq. 23.

mscs � mcsRcs (23)

mscs reflects the control effect of input u to dominant modes, and

the relationship between the control effect of the dominant mode

and that of other oscillation modes. The larger the mscs for an

input point, the stronger the control ability to the dominant

mode, and the influence of the input point on other oscillation

modes is relatively small, so it is more suitable to be used as the

actuating point.

3.4 Application algorithm of metrics

For all the theory we proposed, the application flowchart is

shown in Figure 1. Firstly, the eigenvalue analysis of the system is

carried out to determine the unstable oscillation mode. Then,

system component participation coefficients of system

eigenvalues are calculated. For the confirmed dominant mode

of oscillation, the best output signal, monitoring point and

actuating point are selected.

4 Characteristics analysis of the
metrics

To analyze the functions and advantages of OM and CM,

their physical meanings are illustrated by deducing time-domain

expression of state equations. It is mathematically proved that the

effect of metrics can degenerate into residue and related factor

under certain conditions. The advantages of applying MCOM

and MCCM are also illustrated through comparison with

geometric measures.

4.1 Analysis based on time domain
solutions

In order to analyze the significance of controllability

metric, the time-domain solution of the oscillation mode

state equation is analyzed. When eigenvalues are distinct,

the time-domain solution corresponding to Eq. 15 can be

written in Eq. 24.

~Zb(t) � [ zb0e
λb t

�zb0e
�λb t

] +
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∫t
0

eλb(t−τ)f TbBu(τ)dτ

∫t
0

e
�λb(t−τ)f

–
T
bBu(τ)dτ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� eΛbt~zb0 + ∫t

0

eΛb(t−τ)[ f b �f b ]TBu(τ)dτ

(24)

where ~zb0 is the initial oscillation values of corresponding mode

component b. It has two elements, zb0 and �zb0, corresponding to

eigenvalues λb and �λb respectively.

For repeated eigenvalues, the time-domain solution

corresponding to Eq. 17 are shown in Eq. 25, deducting

from the coupling relationship of Jordan canonical state

variables.

~Zb(t) � eJbt~zb0 + ∫t
0

eJb(t−τ)[ lb �lb ]TBu(τ)dτ (25)

Eqs. 24, 25 can be rewritten as Eq. 26.

~Zb(t) � ~Zb0(t) + ~Zb1(t) (26)

It can be seen that the first term is the zero-input response of

the system. It represents the solution of the oscillation mode~Zb

without input signal, reflecting the characteristics of the system

mode itself. The second term is the zero-state response of the

system, which reflects the control effect of input u on the mode.

When the value of CM is large, the control effect of input u on the
mode is greater, which is consistent with the definition of

controllability metric.

The time-domain solution of system output Y can be

expressed as the sum of the time domain solutions of each

modal component, shown as Eq. 27.

Y(t) � ~Y 1(t) +/ + ~Yb(t) +/ + ~YM(t)

�
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

∑M
b�1
C[ eb �eb ]~Zb(t) distinct − eigenvalues

∑M
b�1
C[ qb �qb ]~Zb(t) repeated − eigenvalues

(27)

where ~Ybis the component corresponding to the oscillationmode
~Zb in output Y, and the time domain expression of ~Yb can be

obtained from Eq. 26, shown as Eq. 28.

~Y b(t) � { C[ eb �eb ]~Zb0(t) + C[ eb �eb ]~Zb1(t) distinct − eigenvalues
C[ qb �qb ]~Zb0(t) + C[ qb �qb ]~Zb1(t) repeated − eigenvalues

(28)

Eq. 25 can be regarded as a modal variable, and the modal

observability metric can reflect the observability degree of the

oscillation mode variable in the output Y. It can be seen from Eq.

28 that if the oscillation mode variable b changes by 1 unit, the

value of the mode component in the system output Ybwill change

by the corresponding value of OM, which is consistent with the

definition of observability metric.

Current research shows that residue, participation factor and

geometric measures can reflect the observability and
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controllability of a system to a certain extent. In the following

section, the differences and relations among metrics,

participation factor, residue and geometric measures are

analyzed to further explain the advantages of metrics.

4.2 Comparative analysis with
participation factor

The participation factor is the physical quantity that defines

the correlation between the kth state variable Xk and the ith

eigenvalueλi.The participation factor pki is defined as Eq. 29.

pki � fkieki/f Ti ei (29)

where fki, eki represent the kth row and ith column elements of

the left eigenvector matrix F and the right eigenvector

matrix E.
The absolute value of the participation factor pki reflects the

correlation of the kth state variable Xk and λi. The participation

factor in Eq. 29 is extended to express the correlation between all

state variables and eigenvalues as Eq. 30.

pi � eif
T
i /f Ti ei (30)

The kth diagonal element of the participation factor matrix

can represent the correlation between the state variable Xk and

the eigenvalue λi, i.e., the participation factor pki. From

participation factors, the time solution of Y i will be Eq. 31.

The equations hold for E−1 = FT.

Y i(t) � eiz i0(t) + ∫t
0

eλi(t−τ)piu(τ)dτ

� eiz i0(t) + ∫t
0

eλi(t−τ)eif Ti u(τ)dτ (31)

From Eq. 31, the large value of input |pki| reflects the strong

controllability and observability of Xk to λi. The large value of

‖pi‖F can reflect the strong controllability and observability of the
system to mode i.

To compare the difference between metrics and participation

factors, consider Eqs. 24, 28 with distinct eigenvalues. We can

rewrite the time solution of the output signal component ~Yb as

Eq. 32.

~Yb(t) � C[ eb �eb ]~Zb0(t) +⎛⎜⎜⎝∫t
0

eλb(t−τ)Cebf TbBu(τ)dτ

+ ∫t
0

e
�λb(t−τ)C�eb�f

T

bBu(τ)dτ⎞⎟⎟⎠ (32)

When the input matrix B and output matrix C are N-order

unit matrices, Eq. 32 can degenerate into the form of Eq. 31,

except that conjugate components are considered

simultaneously. In this way, the state variable X is considered

as the output of the system.

It can be seen that the differences between the

participation factor method and our metrics method

proposed are that: 1) the participation factor can only

reflect the controllability and observability of state variable

X, while the method in this paper reflects the controllability

and observability of any actual control input and

measurement output signal. 2) for the system with repeated

values, because of the uncoupling relationship among

different modes, the participation factor cannot reflect the

observability and controllability of same oscillation mode with

clear physical meaning.

4.3 Comparative analysis with residue
method

The residue is defined according to the transfer function from

inputu to output Y in the system, which is expressed in the form

of residue and eigenvalues, shown as Eqs. 33, 34. Compare to the

method of participation factor, it is not limited in the case that C
and B are unit matrices.

Gjl(s) � ∑N1

i�1

Rijl

s − λi
(33)

Rijl � cjeif
T
i bl (34)

Eq. 33 shows the transfer function between the lth input and

the jth output of the original open-loop system. Where Rijl is the

residue related to the ith mode, jth output and lth input in the

open-loop system. cj stands for the jth row of output matrix C. bl
stands for the lth column of input matrix B.

Residue matrix Ri =Cei fiTB reflects the transfer characteristic

of the ith mode λi from input u to output Y.
In Eq. 32, the second term corresponds to the time domain

solution of the zero-state response of system output, reflecting

the impact of the input on the mode component in the output

Y. This includes the expression of residue, which further

explains that residue reflects the characteristics of input to

output.

When the initial oscillation value of the system, i.e. the first

term of Eq. 32 is approximately zero, there is only zero state

response term in the output of the mode component in the

system. Thus, the residue can reflect the controllability and

observability of the modal component. However, when the

system is greatly disturbed, the initial value of oscillation is

large, then the residue cannot reflect the characteristics of the

mode, i.e., the zero-input response of the system output. In this

case, the residue can still reflect the controllability of the modal

component, but it cannot directly reflect the observable degree of

the modal component. Metrics can measure controllability and

observability independently, which is more advantageous when
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only the measurement effect needs to be judged. Besides, the

observability and controllability index calculated by residue

method is dimensional and can only be used for the

comparison of the same type of signals.

4.4 Comparative analysis with geometric
measures

The controllability and observability geometric measures are

defined as the cosine of the eigenvector and the column or row of

input or output matrix, shown as Eqs. 35, 36.

mcl � cos(θ(f i, bl)) � ∣∣∣∣bTl f i∣∣∣∣/����f i����‖bl‖ (35)
moj � cos(θ(ei, cj)) � ∣∣∣∣cjei∣∣∣∣/‖ei‖����cj���� (36)

Where the meaning of bl and cj are consistent with Eq. 34. The

larger the value of mcl, the more aligned the lth input ul with the

ith eigenvalue. When the value of mcl is close to 0, it means that

these two vectors are nearly orthogonal, the control effect of ul to

mode component λi is weak. Similarly, the larger the value ofmoj,

the more observable the mode component λi from the jth output

yj. Geometric measures normalize different units, and can

measure the observability and controllability degree of the

system independently. But the drawbacks compared to

MCOM and MCCM are still obvious: 1) only one eigenvalue

is studied at a time. It cannot show the relative monitoring and

control effect with other modes, which is also important for the

control device design. 2) the relevant information belonging to

the same oscillation mode b (one pair of conjugate eigenvalues

for distinct eigenvalues system and sb pairs of conjugate

eigenvalues for repeated eigenvalues system) are not

considered together. Therefore, the physical meaning is not

clear enough.

5 Application case study

To verify the effectiveness of MCOM and MCCM, this

section applies them to the design of SSDC in a

subsynchronous oscillation as shown in Figure 2. The

FIGURE 2
DFIG system and the feasible positions of monitoring points and actuating points.

TABLE 2 System component participation coefficients.

Frequency (Hz) SC RL PC T M Conv G

8.3 0.56 0 0.48 0 0 0 0

(SC-series capacitor in compensated transmission line, RL-resistance and reactance in

compensated transmission line, PC-parallel capacitor, T-transformer, M-multimass,

Conv-convertor, G-generator).

TABLE 3 The MCOM of oscillation mode.

MCOM Ud Uq Id Iq P

A1 0.00001 0 0 0 0

A2 0.00001 0.00002 0 0 0

A3 0.00001 0.00002 1.2789 1.59611 0.55458

TABLE 4 The MCCM of oscillation mode.

Actuating point MCCM

RSC APC inner loop 86.38

RPC inner loop 122.35

GSC APC inner loop 0.009561

RPC inner loop 0.008129
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system is a wind farm system in North China where

subsynchronous oscillation has occurred. It contains

1.25 MW, 690 V doubly-fed wind turbines and series

compensation of less than 8% equivalent compensation

degree.

5.1 Mode comprehensive observability
metric and mode comprehensive
controllability metric calculation

Small-signal model is built in MATLAB/SIMULINK. In the

test system, A1, A2, A3 are taken as output signal monitoring

points, corresponding to rotor side, grid side and wind farm

outlet side respectively. Voltage, current and active power signals

are measured as output signals. B1, B2, B3, B4 are taken as feasible

actuating points for input signals, corresponding to the inner

loop of active power control (APC) and reactive power control

(RPC) of rotor side converter (RSC) and the inner loop of APC

and RPC of grid side converter (GSC).

Perform eigenvalue analysis. All eigenvalues are distinct;

therefore, we can apply the theory in the first case. The

eigenvalues of unstable oscillation are 0.2485 ± 51.8143i,

and the corresponding frequency is 8.3 Hz. The oscillation

modes corresponding to other eigenvalues are stable.

Furthermore, the participation factor analysis is carried

out, and the participation coefficients of system

components are calculated. It shows in Table 2 that the

unstable oscillation mode is strongly related to the

components interacting with the subsynchronous control

(series capacitor in compensated transmission line).

Therefore, the mode can be considered as the dominant

mode of subsynchronous oscillation.

5.1.1 Mode comprehensive observability metric
calculation and output signal/monitoring point
selection

The MCOM of the dominant mode is calculated. It can be

seen from Table 3 that the MCOM of dominant mode with

TABLE 5 Eigenvalues of system with SSDC inserted at different points.

Frequency (Hz) Without SSDC RPC APC

8.3 0.2485 + 51.8143i −0.3158 + 51.9971i −5.015 + 52.0435i

8.2 −0.7194 + 51.7826i −0.3652 + 50.0325i 1.521 + 51.254i

4.3 −1.6329 + 27.0344i −1.6335 + 27.0366i −1.6345 + 27.0337i

20.3 −2.3936 + 127.686i −.4966 + 128.1397i −3.2084 + 127.9487i

91.7 −0.0035 + 576.3534i −0.0752 + 576.2622i 0.0875 + 576.2818i

APC, SSDC installed on the inner loop of active power control (APC); RPC, SSDC installed on the inner loop of reactive power control (RPC).

FIGURE 3
Damping ratios of various modes with SSDC at different
points.

TABLE 6 The residue of oscillation mode.

Residue Ud Uq Id Iq P

RSC APC inner loop 0.1337 0.1827 104.2577 104.3418 36.5295

RPC inner loop 0.1633 0.2231 127.2726 127.3754 44.5934

GSC APC inner loop 0.0002 0.0003 0.1587 0.1588 0.0556

RPC inner loop 0.0002 0.0002 0.1336 0.1337 0.0468

TABLE 7 The moj of oscillation mode.

Output Ud Uq Id Iq P

moj 0.0005 0.0006 0.3663 0.3666 0.3484

TABLE 8 The mcl of oscillation mode.

Actuating point mcl

RSC APC inner loop 0.4215

RPC inner loop 0.5271

GSC APC inner loop 0.0007

RPC inner loop 0.0005
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current and active power signals in monitoring point A3 are far

greater than that of A1 and A2. Therefore, A3 can better reflect

the dominant mode components of subsynchronous oscillation.

Moreover, for A3, the MCOM of the current is larger than that

of the active power (msos (Iq) = 1.596, msos (Id) = 1.279). So, the

current of monitoring point A3 is the most suitable output

signal for the system.

5.1.2 Mode comprehensive controllability metric
calculation and subsynchronous damping
controller actuating point selection

In order to select the best actuating point for the SSDC, the

inner loop of APC and RPC channels of the RSC and GSC is

taken as the input signal points, and the MCCM of the dominant

mode is calculated. The results are shown in Table 4.

It can be seen from Table 4 that the MCCM of the RSC is

greater than that of the GSC, which shows that for the dominant

mode, the relative control effect of the SSDC on the RSC is

stronger than that of the GSC, i.e., the influence on other

oscillation modes is small. Furthermore, actuating point in the

inner loop of the RPC has the largest MCCM, so we choose to

install SSDC in the inner loop of RPC in RSC.

5.1.3 Modal analysis comparison with and
without subsynchronous damping controller

In order to analyze the effectiveness of the result above, the

current signal at the outlet of the DFIG is selected as the

output signal, and SSDC is installed on the inner loop of the

APC and the inner loop of the RPC of the RSC respectively.

The system eigenvalues after installing the SSDC are shown in

Table 5.

It can be seen from Table 5 that compared with the dominant

mode damping of subsynchronous oscillation without SSDC, two

kinds of SSDC can effectively improve the damping of

subsynchronous oscillation. However, when the APC loop is

selected as the actuating point, the controller will have a greater

FIGURE 4
Simulations of each monitoring point and spectrum analysis of A3. (A) Active power simulation waveform (B) Current simulation waveform (C)
Voltage simulation waveform (D) Spectrum analysis of electrical quantities at A3 point.
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control effect on the damping of another oscillation mode (4.8 Hz),

and even lead to the negative damping of the mode. The reason is

that the frequency of the oscillation mode is 8.2Hz, which is very

close to that of the dominant mode. i.e., the control signal in APC

loop has a strong influence on the oscillation modes except the

dominantmode, which is consistent with the analysis of theMCCM.

In order to better explain the influence of installing

additional controllers at different positions on different modes

of the system, the variation of damping ratio of different

oscillation modes before and after the installation of SSDC is

compared, and the results are shown in Figure 3.

In the Figure 3, the light color and the dark color respectively

show the influence on the system eigenvalues with SSDC installed

on the inner loop of the APC and RPC of RSC. It can be seen that

compared with the SSDC installed in the APC, the one installed

in the RPC has a greater impact on dominant mode, and has less

impact on other oscillation modes.

5.1.4 Calculation results of other methods
5.1.4.1 Results of participation factor

The components related to the oscillation mode are

determined by the calculation of the participation factor, as

shown in Table 2. However, since the state variables are not

necessarily measurable, the reflection of the measured

variables on the mode cannot be reflected by the

participation factor.

5.1.4.2 Results of residue method

Calculate the residue of dominant mode according to Eq. 34.

Since residues are often complex numbers, the magnitude of each

pair of output signals and input signal/actuating point are shown

as Table 6. The output signals (voltage, current and active power)

are taken at point A3. From Table 6, the best output signal and

input signal actuating point are current and inner loop of RPC

in RSC.

FIGURE 5
Simulations at differentmonitor points with control in APC and RPC. (A) Active power simulation waveform (B)Current simulationwaveform (C)
Voltage simulation waveform (D) Current amplitude-frequency curve.
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5.1.4.3 Results of geometric measures

Calculate geometric measures of dominant mode. From

Table 7, the best output signal is current, while from Table 8,

the best input signal actuating point is inner loop of RPC

in RSC.

To summarize, the results of residue, participation factor

do not consider the degree of observability and controllability

independently, so they are not suitable for the situation where

only observability needs to be measured. Besides, the results of

residue and geometric measures show the same results as the

metrics we proposed. However, as we consider the relative

controllability of all the oscillation modes in MCCM, there is a

greater difference between results of actuating point in RPC

and APC (residue 22%, controllability geometric measure

25%, MCCM 42%). And from Table 5, we can find that the

choice of RPC can avoid the damping ratio of 4.3 Hz being

positive. Therefore, the results of MCCM are more reliable.

Besides, the method of metrics can consider the coupled

modes with same oscillation frequency together in system

with repeated eigenvalues, which shows less limitation in

application scene.

5.2 Application effect analysis with time
domain simulation

In order to further confirm the effectiveness of the method

above. With same test system shown in Figure 2, the time

domain simulation model is established on PSCAD/EMTDC

platform. After the system runs stably for 10s, the series

compensation capacitor is put in, which causes

subsynchronous oscillation with frequency of 8.3 Hz. All the

quantities are shown in pu.

5.2.1 Validation of observability metric
Similarly, A1, A2 and A3 are used as output signal monitoring

points to compare the performance of voltage, current and active

power signals on the dominant mode components. The

oscillation waveform is shown in Figure 4.

It can be seen from Figures 4A–C that at 10.8s, the oscillation

amplitude of power in A3 is about 0.3, which is greater than A2

(0.15) and A1 (0.05); the oscillation amplitude of current in A3

point is about 0.425, which is greater than A2 (0.18) and A1

(0.17), while the change of voltage is not obvious.

In order to intuitively compare the performance of three

electrical quantities in A3, the frequency spectrum of current,

voltage and power waveform of monitoring point A3 is

analyzed. In order to improve the resolution of spectrum

analysis, take the signals of P3, I3d, and U3d at 10–12s for

analysis. The result is shown in Figure 4D. Due to the property

of Park transformation, the oscillation frequency is (50-f) Hz,

i.e., 41.7 Hz. The oscillation amplitude of the current is 0.1344,

and for active power, 0.1001, for voltage, only 0.01. In

conclusion, the current in A3 can better display the

dominant mode components of the subsynchronous

oscillation, which is consistent with the analysis results of

the MCOM.

5.2.2 Validation of controllability metric
Then, the validity of the MCCM is verified. In 12s, the

control signals obtained from I3 through SSDC are input into

the inner loop of APC and the inner loop of RPC in RSC

respectively (B1 and B2). The time-domain simulation results

show that the synchronous oscillation can be suppressed under

the two control methods. The simulation waveform of

suppression with the actuating point in RPC and APC is as

Figure 5.

During the simulation time (12s–12.7s), It can be seen

that: 1) at 12s, both kinds of SSDC have same oscillation

amplitudes. At 12.7s, both of them can suppress the

oscillation. 2) From Figure 5, for all the electrical

quantities, actuating point in RPC loop has better control

effect. Taking the result of P3 as an example, oscillation

amplitude of P3 is decreased from about 0.5537 to

0.03 with control in RPC, which is less than half of the

amplitude with control point in APC (from 0.5537 to 0.07).

That is to say, when the actuating point is in RPC loop, the

time for each electrical quantity to reach normal is shorter,

and the suppression effect is more obvious, which is consistent

with the analysis result of MCCM.

To summarize, applying the metrics, it is suggested that in

the test power system, the current at the outlet of the wind farm is

taken as the output signal, and the SSDC is installed in the inner

loop of the RPC channel in RSC. From small-signal model and

time-domain model we justify the result, which proves the

effectiveness of MCOM and MCCM in the application on the

oscillation suppression.

6 Conclusion

In this paper, the definitions of controllability metric and

observability metric of oscillation modes are proposed. Based on

these concepts, a theoretical system suitable for power systems

with distinct or repeated eigenvalues is established. The main

conclusions are as follows:

1) Modal observability metric represents the reflection degree of

monitoring point measurement on an oscillation mode.

Controllability metric characterizes the performance of
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actuating point control input on an oscillation mode.

Compared with the traditional modal analysis methods

(residue measure, participation factor measure and

geometric measure), CM and OM can reflect the

characteristics of oscillation mode, and can be applied to

system with or without repeated eigenvalues.

2) The simulation results show that the concepts of MCOM and

MCCM are effective and generally applicable to multi-type

oscillations of traditional power grid and wind power

integrated power grid. By analyzing the results of different

methods, it can be found that MCOM and MCCM can

measure the degree of observability and controllability

independently. And the large value of MCCM means not

only strong influence on the dominant mode but also less

influence on other oscillation modes, thus it is more reliable.

3) For systems with same repeated eigenvalues, the same

eigenvalues cannot be fully decoupled. The MCOM and

MCCM are proposed based on the Jordan canonical form

of the system state space equation coefficient matrix. They can

get rid of the repeated calculation of the same eigenvalues in

the process of signal monitoring point and control signal

selections by clustering the same eigenvalues into one modal

and calculating once. This metric calculation process is simple

and has clearer physical meaning.
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